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Two Existing Data Reduction Techniques

1. Data array selection

Problem: Storage VIK > Only read data arrays needed
§  Server SEAIIN | by the task at hand
4 2. Data compression
Moving data increasingly > Lower the size of each data
expensive 111 etk S AT LA
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Example: Contour Analysis of Asteroid Impact

1. Data array selection

> There are 11 data arrays; only 1 is needed

12244
il il in this example: 91% data reduction
- \" . 2. Data compression
il it i . > GZ: 86% - 99.8% data reduction
- - - . depending on timesteps, LZ4: 84% - 99.6%
depending on timesteps

t=36069 t=42021 t=48013
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Further Reducing Network Traffic

Higher is better
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Working in Tandem with Compression

Essential
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1/O Speedup Comparison

Lower is better

1.0X Lower base
transfer Lower base +
data sizes Less network
transfer
¥ P , \
¥ X
3.9X 4.6X
l . 7.4 11.9%
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i i m
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|/O Ratio Analysis

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%
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bottleneck

For uncompressed data, 90% of
time is spent on 1/0O

When data is well compressed,
70% of time is spenton |/O
operations
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Conclusion

Near-data processing: a new way of reducing network transfer volumes

Orthogonal to data compression (lossy or lossless)

Future work:
> More applications (currently 2)

> More mesh (currently only uniform structured grids) and filter types (currently
only contours)

> Integration with storage services/devices

Please see our paper for more information!
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