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Scientific Data Storage

Data Format

Filesystem/Object Store

Block Storage

e.g., VTK, HDF5, …

Data Arraye.g., pressure, velocity, …
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Viz Pipelines
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Two Existing Data Reduction Techniques

Storage
Server

VTK
Server

Moving data increasingly 
expensive

1. Data array selection

2. Data compression

Problem: > Only read data arrays needed 

by the task at hand

> Lower the size of each data 

array using GZ, LZ4, …
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Example: Contour Analysis of Asteroid Impact

t=0 t=6817 t=12244

t=18124 t=24095 t=30068

t=36069 t=42021 t=48013

1. Data array selection

2. Data compression

> There are 11 data arrays; only 1 is needed 

in this example: 91% data reduction

> GZ: 86% - 99.8% data reduction 

depending on timesteps, LZ4: 84% - 99.6%

depending on timesteps

SC16 Scientific Viz Showcase Can we do better?
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Further Reducing Network Traffic

Los Alamos National Lab

1

10

100

1000

10000

100000

1000000

10000000

LZ4 GZip Necessary
Data Only

Av
g.

 D
at

a 
R

ed
uc

tio
n 

Ra
tio

Higher is better

Much higher data 
reduction ratios

Not all array elements are needed 
during analysis
> Example: contour only requires data 

around the contour values

Send only necessary data by pre-
processing and filtering data on 
storage nodes
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System Design
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Working in Tandem with Compression
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Experiment Setting

Client Node
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Our prototype:
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I/O Speedup Comparison
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I/O Ratio Analysis
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For uncompressed data, 90% of 
time is spent on I/O

When data is well compressed, 
70% of time is spent on I/O 
operations

I/O remains an important 
bottleneck

88%-93%

64%-76% 61%-73%



Conclusion
Near-data processing: a new way of reducing network transfer volumes
Orthogonal to data compression (lossy or lossless)

Future work:
> More applications (currently 2)

> More mesh (currently only uniform structured grids) and filter types (currently 

only contours)

> Integration with storage services/devices

Please see our paper for more information!
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